
Communication of Dumb & Blind People with T-T-S

Abstract—Text-to-speech (TTS) conversion transforms linguistic information stored as data or text into speech. It is widely used in audio reading devices for blind people. In the last few years, use of text-to-speech conversion technology has grown far beyond the disabled community to become a major adjunct to the rapidly growing use of digital voice storage for voice mail and voice response systems, which provide tele-text-to-speech technology can convert electronic mail to voice mail for audio access by phone. It can also permit field personnel to access large text databases, like parts inventories, by telephone.

The rapid expansion of text-to-speech technology comes in part from the advances in delivery methods and speech quality over the past 30 years. This article discusses the historical and theoretical bases of contemporary high-performance TTS systems and their current design.

I. INTRODUCTION

What is TTS?

Any text-to-speech system consists of two major elements. Starting with the output, we need some type of sound-generating mechanism whose function is analogous to that of the human vocal tract. A mouth by itself cannot talk, so we also need a module whose input is the text or other linguistic information to be spoken and whose output drives the sound-generating mechanism. In modern technology, both of these components are software. We can implement them in such a way that they can run on many kinds of hardware platforms.

A schematic of the human vocal tract appears in Figure 1. Air pressure developed in the lungs flows through the trachea and the vocal folds in the larynx. This opening between the vocal folds is called the glottis, and the air flow as a function of time is called the glottal waveform. For voiced sounds, the correct combination of air pressure and muscle tension causes the vocal folds to vibrate, generating a series of pulses of air. For aspirate sounds such as /h/, the vocal folds adjust to generate turbulent air flow. For many sounds, we also generate noise in a higher part of the vocal tract.

Some of the noise in fricative sounds (/θ/, /ð/, /f/, etc.) actually results from turbulent air flowing through a constriction between the tongue and the roof of the mouth. On the other hand, the main source of noise in plosive sounds (/b/, /d/, /k/, etc.) is a burst from the sudden release of air pressure built up behind a closure of the vocal tract, followed by a short period of friction. In English and certain other languages, “voiceless” stops such as /k/ are also followed by a period of aspiration noise when they occur in particular linguistic environments.

The noise generated at the glottis or elsewhere in the vocal tract is modified as it passes through the oral and nasal cavities and radiates from the head as a speech waveform. As it progresses along the vocal tract, some of the flow reflects backwards. In fact, some energy even reflects back through the glottis toward the lungs. These reflections induce resonances (frequencies at which the sound is reinforced) and
antiresonances (frequencies at which the sound is absorbed).

The frequency of the glottal pulses is one of the important parameters characterizing voiced sounds, corresponding to the fundamental frequency or pitch of the voice. However, finer details of the vocal folds vibrations as well as other elements of the sublaryngeal system also affect the overall sound quality.

Above the larynx, the shape of the tongue and lips and the size of the velar opening to the nasal cavity are major factors in determining the resonances of the vocal tract and thus the sound of the radiated speech waveform. Here again, even an obscure factor, such as the compressibility of the cheeks, can have some effect on the perceived sound.

The major features of the vocal tract and how they influence our perception of speech have been understood, at least in a general way, for years. Because of the tremendous complexity of the vocal tract, however, the attempt to understand and model the human speech production mechanism remains an active research topic in current acoustic and physiological phonetics research.

Our current understanding does permit the synthesis of intelligible speech, but our models, especially in their dynamic behavior, are not yet adequate to make synthetic speech that is indistinguishable from human speech. Vocal tract models based on the physical shape and the physiology of the sound production mechanism provide many scientific insights but are rather difficult to use. The complex relationship between these physical parameters and the resulting speech waveform involves nonlinear equations. A small change in one of the model’s parameters often makes a major change in the resulting sound.

Speech can also be modeled in strictly acoustic terms as a continuously changing spectrum (see Figure 2). The most common parameterization in this domain is in terms of the resonances and antiresonances (poles and zeros), familiar from traditional engineering models of linear systems. In this model, the speech production process consists of an excitation source, presumably representing the glottal waveform, which drives a “filter,” presumably representing the oral and nasal cavities.

The most important acoustic parameters for speech synthesis are the fundamental frequency of the glottal waveform and the frequencies of the first three narrow bandwidth resonances, or formants. For a typical male voice, the fundamental varies over about an octave centered around 120 Hz, while the first three formants vary around 500 Hz, 1,500 Hz, and 2,500 Hz, respectively. The fundamental frequency for a female voice typically falls closer to 200 Hz, while the formant frequencies, which are inversely proportional to head size, measure about 10 percent higher.

This source/filter model of speech production is the most widely used model for acoustic phonetic
research as well as for the most sophisticated applications of speech technology. However, it is only one of many possible parameterizations of the speech production mechanism.

For example, another model with wide applicability approximates the vocal tract by a cascade of short cylinders, each of a different diameter. This model is mathematically related to the widely used linear predictive coding (LPC) technique used in speech transmission systems and for recording human speech in compressed form on chips.

This multitube model has the advantage that it is easy to fit human speech to the model automatically, so we only need to transmit the model parameters rather than the full speech waveform. However, it is very difficult to relate the parameters of this multitube model to the usual scientific descriptions of speech. Therefore, this model has had limited applicability in the most sophisticated speech synthesis and recognition systems.

In 1978 Texas Instruments developed the “Speak & Spell” LPC chip. This chip can perform an integer multiply/add in less than 5 microseconds and therefore can implement a 10-pole lattice filter digitally. Unfortunately, this chip implements the multitube vocal tract model, with the consequent difficulty in generating synthetic parameters. However, because we can easily extract these filter coefficients from natural human speech, these chips found widespread use delivering speech in a number of products such as toys and talking cars. Of course, human voice stored and compressed by algorithm is not truly “synthetic” in the ordinary sense of “artificial” or “not of natural origin,” but is more properly considered a low-bit-rate recording.

In this work the hardware consisted of three voltage-controlled filters, a noise generator, and a pulse generator connected to an IBM 1800 computer with a total of only 8 kilo words of memory.

The filters modeled the resonances of the vocal tract and the pulse generator modeled the glottal waveform. We entered speech parameters by hand into the computer, which then sent them in real time to the hardware. By varying the parameters, we could study the effect of changing the voice model. The system helped in studying human speech production and perception, but was not sufficiently powerful to support the automatic conversion of text into speech in real time.

One major factor in the progress toward this goal has been the development of digital simulation of the kind of hardware used in the early systems. In general, an analog resonator can be simulated digitally by a very simple program consisting of addition, multiplication, and some storage locations. Approximately 20 multiplications are required in order to generate a single speech sample for a typical vocal tract model.

“Telephone quality” speech requires 8,000 samples per second, although most speech researchers prefer a somewhat higher bandwidth - 10,000 to 20,000 samples per second. With the computing power available, researchers could replace analog human sound production models by digital synthesizers in almost all research applications. Even when they lacked the computing power necessary for real-time synthesis, developing a more powerful, all-digital model and running it in batch mode was preferable to trying to make do with an inadequate hardware analog of the vocal tract. Thus, for more than 10 years most speech synthesizers have been software.

In 1978 Texas Instruments developed the “Speak & Spell” LPC chip. This chip can perform an integer multiply/add in less than 5 microseconds and therefore can implement a 10-pole lattice filter digitally. Unfortunately, this chip implements the multitube vocal tract model, with the consequent difficulty in generating synthetic parameters. However, because we can easily extract these filter coefficients from natural human speech, these chips found widespread use delivering speech in a number of products such as toys and talking cars. Of course, human voice stored and compressed by algorithm is not truly “synthetic” in the ordinary sense of “artificial” or “not of natural origin,” but is more properly considered a low-bit-rate recording.
synthesis implies a model of a speaker, not an actual speaker.

During the 1980s, easily programmable digital signal processing chips became available. These chips, such as the Texas Instruments TMS320, could perform a multiply/add cycle in less that one microsecond. This meant that, at least for audio frequencies, even the most complex research voice models could be programmed to run in real time in a relatively inexpensive system. After this, practical hardware or computational limitations on the implementation of a synthesis voice model no longer existed.

However, the voice model constitutes a very small part of the text-to-speech synthesis problem. A voice model requires from a few hundred to at most a few thousand computer instructions. In contrast, the text-to-parameter model for a high quality synthesizer requires from 100 to 1,000 times as much memory as the voice model to capture the extensive linguistic knowledge required for true synthesis.

It is interesting to compare the relative computational complexity in current speech recognition and speech synthesis systems. A speech recognition system must have some kind of speech analysis module, which functions as an “inverse” of the voice model of a speech synthesis system. However, this analysis task is more difficult than the corresponding synthesis because the signal is “real” rather than the result of a simplifying model. The better speech recognition models are related to the synthesis voice model, but they normally occupy a larger fraction of the available computer resources.

A speech recognition system must also have a “language model” to guide the mapping from the analysis parameters to the recognized text. In some sense, this module is the inverse of the text-to-parameter conversion module in a speech synthesis system.

In actuality, the language module for a speech recognition system is often rather simple and “algorithmic” rather than knowledge intensive. In fact, some recognition language models contain no linguistic information at all. They work with any language or even with nonlanguage sounds. However, even these simple language modules tax the power of current computer systems.

Generally speaking, text-to-speech systems are limited by our current knowledge of linguistics. Speech recognition systems are more limited by computing resources and by our ability to apply the linguistic knowledge available.

The text-to-parameter conversion module takes as input an English text (or, more usually, structured information from a database) and generates the parameters that can then drive a vocal tract model. We can think of this module as a model of how we convert linguistic information into parameters that drive the speech production mechanism. In other words, how do we read aloud from a printed text?

Of course, we know much less about how we process language than we know about how the human vocal tract works. However, we know a great deal about the structure of language. Linguistics is an old science and, especially over the past 30 years, researchers have developed a number of models for various parts of language. The text-to-parameter module might not really provide a good model of how we generate speech, but it does incorporate a great deal of knowledge about the English language.

The process of converting text into speech parameters breaks down into a number of stages, as shown in Figure 3. The following sections summarize these various subprocesses.

**Text normalization**

Actual texts have a great deal of symbolic material such as numbers, abbreviations, acronyms, and information signaled by graphic layout. The first step in a text-to-speech conversion system converts such information into a standard text format. The complex conversion process involves various types of local parsing. While the details lie beyond the scope of this article, some examples can illustrate the various difficulties.
First, consider the different ways we can read numbers. For example, we can read the sequence “369” in three different ways depending on whether it is an area code, part of an address, or a dollar amount. Furthermore, the rules for converting numbers into spoken English will differ in Different Countries.

The pronunciation of various abbreviations is often determined by context. For example, the pronunciation of letter/punctuation mark sequences differs markedly depending upon where they occur:

- Mr. AMARENDAR REDDY GUNDLA
- Assoc. Prof. KARUNAKAR REDDY S
- Assoc. Prof. PRATAP N L

The effect of punctuation marks is also often context determined. For example, a period at the end of a sentence has a major effect on sentence prosody. But a period at the end of an abbreviation, in a decimal number, or after a middle initial in a name has a very different significance and must not be misinterpreted.

How we pronounce English words today depends on 2,000 years of history, dozens of wars, and many population migrations. Because of this, English has by far the most complex relationship between spelling and word pronunciation of any alphabetic language.

We all learned the rule that a final “e” makes the preceding vowel tense - the rule that turns “dud” into “dude.” However, a reasonably accurate text-to-speech system requires several thousand such rules to handle English.

Any language with an alphabetic writing system has rules that convert spelling into sound. However, words borrowed from another language tend to reflect the rules of that language, modified to fit the patterns of the new language. The complexity of English spelling derives from its diversity of sources.

For example, the large number of English words borrowed from Romance languages tend to be stressed on the third syllable from the end (“intelligent”). However, some affixes move the stress location (“intelligibility”), while others do not (“intelligently”). English speakers often stress names and other words of recent non-English origin, such as “Dukakis,” on the second syllable from the end, regardless of their stress in their original language.

We might think that pronunciation rules could be replaced with a large dictionary: just put the exact pronunciation of each English word in a table and then look it up. In fact, a text-to-speech system must use a dictionary to pronounce certain exceptional words. However, the ordinary English speaker encounters a large number of words and an even
larger number of names. For example, it has been estimated that the average American high school student might encounter any one of 500,000 different words. In the United States, the 1970 census listed more than 2 million different last names, any one of which might occur in a typical computer database. Furthermore, our culture adds new words and new names every day, which means that a dictionary would always be out of date. A large dictionary, by itself, cannot provide a solution.

The word pronunciation module for a high-performance text-to-speech system must combine a dictionary with sophisticated pronunciation rules. The dictionary handles words with a syntactic or context-dependent effect, as well as words not regular enough to justify a rule. The rules then handle the rest of the words, including new words and names. Of the several million words and names possible, the majority will thus be pronounced correctly by an efficient system.

Prosodies

The prosodic component of speech involves such phenomena as rhythm, intonation, and the emphasis or de-emphasis of particular words. For any given text, a human speaker might produce thousands of possible prosodic interpretations, but an even larger number would not be considered natural under reasonable circumstances.

As you listen to speech, certain words will seem more prominent than others. Often, these words carry the information focus of the message. On the other hand, such word stress patterns might simply signal that the word is part of a multiword compound: “Jones Street”; “history teacher.”

Speech usually divides into a number of shorter phrases. Some of the division points will be accompanied by actual silence, while some will be marked only by an apparent slowing. However, each phrase will contain at least one of the emphasized words.

In addition to emphasized words and division into phrases, speech has an intonation contour. For example, some of the phrases typically end either with a falling pitch or with a fall followed by a low rise - a “period” or a “comma” intonation.

If part of a conversation, speech will exhibit quite elaborate prosodic phenomena that might carry a significant portion of the message’s meaning. But speech as read from a text, especially by a person neither interested in nor knowledgeable about the text, will provide much more regular prosodic information.

Prosodies have been studied extensively in linguistics. However, they seem to be one of the most complex parts of language, and the information needed to generate them correctly from a text is not always available from current computational linguistic technology.

For example, prosodies depend in part upon syntactic structure. Usually, a prosodic break occurs between a long subject and the predicate in an English sentence. Because no current natural language parser is robust enough for use with general written English texts, we cannot always find this break reliably.

Prosodies generally prove the most difficult part of language for a text-to-speech conversion system. A very good prosodic component would probably require that the computer actually “understand” the text. However, an adequate if rather monotonous or dull reading is possible using the most neutral or general case of current prosodic models. For example, textual punctuation marks usually indicate prosodic boundaries, and the last word in a phrase normally gets the primary emphasis. Articles and prepositions are de-emphasized and associated with minor phrase boundaries.

The resulting speech sounds somewhat boring, but most attempts to make it more lively result in some sentences having a foolish-sounding prosody. Most people might also, when presented with a text and asked to read it aloud, use something closer to the prosody produced by a text-to-speech system than they would use in speaking naturally.

Phonetic rules
After we have applied the text normalizer, word pronunciation rules, and prosody rules, the utterance consists of a string of phonemes. Phonemes are the symbols used by some dictionaries to represent pronunciation. Although a long way from actual speech sounds, they represent the finest distinctions that most people not trained in phonetics normally notice. The concept of “the phoneme” covers a range of recognizable expressions, not a point. The distribution pattern for various phoneme realizations is part of what defines dialects. Ordinary, casual speech represents phonemes in about the same way that messy human handwriting represents the abstract ideal graphic letters of the alphabet.

The phonetic rule module takes phonemes as input to produce a detailed description of the sounds of the utterance. The rules in this module do things such as assign a duration to each phoneme according to context, for example, lengthening the final vowel in a phrase by up to 50 percent. Other rules remove parts of phonemes, for example, deleting the aspiration of a stop such as /k/ in a number of different contexts.

Phonetic rules play the major role of describing the co-articulation between phonemes. Each phoneme strongly influences the parameters in the adjacent phoneme. In some cases, this influence might extend over several adjacent phonemes.

A great many phonetic rules must be programmed in a text-to-speech conversion system. Without these rules, the speech output might be somewhat recognizable, but it would sound very unnatural. In American English, for example, the phoneme /t/should sound quite different in the words “Tom,” “cat,” and “butter.”

In rapid human speech, the application of phonetic rules is sometimes quite extreme. Consider, for example, the classic case of the phrase “Did you eat yet?” This phrase can reduce to something closer to “Chee chet?”

People can make such reductions because they understand and get feedback from their communication environment. Thus, they can judge the degree to which reduction is appropriate. If it is not appropriate, they can always speak more formally.

While we could certainly program such “fast speech” rules for a text-to-speech conversion system, it is probably more appropriate to maintain a more formal style of speech. For example, “want to” or “thank you” often reduce to “wanna” or “thank ya” when spoken. However, an electronic mail system that read its messages aloud over the telephone in such an informal style would seem odd and out of place in a business context.

**Voice tables**

The phonetic rules provide a detailed phonetic description for an utterance. The voice table module converts this description into numeric targets for use by the voice model. The phonetic rules in conjunction with the voice tables are the primary determinants of voice intelligibility.

Intelligibility is the likelihood that a human listener will be able to identify a particular word spoken. In one standard test,5 a modern, high-quality text-to-speech system typically scores approximately 95 percent. In contrast, low-end systems score from 60 to 75 percent. Careful human speakers typically produce about half the listener error rate of the best text-to-speech systems, although some communication channels carrying human speech elicit scores as low as 85 percent on this test.

One major function of the voice tables is to handle differences in bandwidth. Speech researchers have usually assumed a minimum speech bandwidth of 5 or 6 kHz. Unfortunately, telephone system designers have traditionally employed a bandwidth of 3.5 kHz, and even the newest digital telephones have perpetuated that bandwidth.

Important features of fricatives and stops occur in the frequency range of 4 to 6 kHz. Human speech is so redundant that generally we don’t miss this frequency range. However, text-to-speech systems can easily suffer losses unless we account for this difference in frequency range. Our solution is to have different sets of voice tables for different frequency ranges. For
applications involving telephones, some of the frequency components above 4 kHz can be mapped to a lower frequency, potentially contributing to overall speech quality and intelligibility.

**Hardware implementation**

In the work that we have done on our own text-to-speech system, a major goal has been to develop a highly portable version of text-to-speech conversion software. We want to be able to deliver the same high quality of speech on any hardware platform that meets certain minimum requirements.

Here, we chose the “Friendly ARM Mini2440” as the hardware to implement “Text-To-Speech” conversion.

The features of the “Friendly ARM” are

**CPU**
- Samsung S3C2440A (ARM920T), 400MHz, max. 533MHz

**RAM**
- 64MByte SDRAM
- 32bit Bus
- 100MHz Clock

**Flash**
- 64MByte or 128MByte Nand Flash
- 2MByte Nor Flash with Bios

**System Clock**
- 12Mhz Crystal

**LCD**
- 4 wire resistive touch screen interface
- STN-Displays
  - 4bit dual scan, 4bit single scan or 8bit single scan display type
  - monochrome, 4 gray levels, 16 gray levels, 256 colors or 4096 colors
  - Max: 1024x768
- TFT-Display
  - 1, 2, 4 or 8 bpp palledized color displays
  - 16 or 24 bpp non-palledized true-color displays
  - Max: 1024x768, 64k colors

**Interface and Resource**
- 1 10/100M Ethernet RJ-45 (DM9000)
- 3 Serial Ports (1 RS232)
- 1 USB Host
- 1 USB Device
- 1 SD-Card Interface
- 1 Audio Output
- 1 Audio Input
- 1 Microphone
- 4 User LEDs
- 6 User Buttons
- 1 PWM Buzzer
- 1 Adjustable Resistance (for ADC testing)
- 1 12C EEPROM
- 1 Real Time Clock with Battery (RTC)
- 1 20pin Camera Interface (2.0mm)
- 1 34pin GPIO (2.0mm)
- 1 40pin System Bus (2.0mm)
- 1 10pin JTAG (2.0mm)
- Power Supply - 5V Connector
- Dimension - 10 x 10 cm

**OS Support**
- Linux 2.6
- Android
- Windows CE 5 and 6

**Applications**

The main application of the “Text-To-Speech” is for the communication of “Dumb” & Blind people.
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