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ABSTRACT:
Efficient state of the art query retrieval systems are implemented over RDBMS databases but not for XML based storages. Fuzzy type-ahead search, though not a new concept for RDBMS based systems, it is a new information-access paradigm for XML based systems. Operations involving the system searching the XML repositories on the fly as the user types in query keywords for producing results. Faster querying and results generation is the vital aspect of using XML storages. Prior systems used LCA-based (Lowest Common Ancestors) algorithms for implementing Fuzzy type-ahead search search and Minimal-Cost Tree based techniques for relevant results over xml data. Minimal Cost Tree approaches are efficient as long as the query keywords are singular or dual utmost. As the number of attributes in the keyword for fuzzy query increases Minimal-Cost Tree construction is an expensive process. So we propose to use Fuzzy Multiple Attribute Decision Making (FMADM) algorithm involving data conflict resolution based on subjective and objective weighting methods. Based on the FMADM algorithm we intend to support multi attribute based queries over xml data with reduced computations. A practical implementation of the proposed system validates our claim.
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INTRODUCTION
(XML) is a markup language that defines a set of rules for encoding documents in a format that is both human understandable and machine-readable. XML is about to become the standard format for structured documents, there is an increasing need for suitable information retrieval (IR) methods. XML provides a standard technique to access information, making it easier for applications and devices of all kinds to use, store, transmit, and display data. XML has grown from a markup language for special purpose documents to a standard for interchange of heterogeneous data over Web, a common language for distributed computation, and universal data format to provide users with different views of data. All of these increase the volume of data encoded in XML, accordingly increasing the need for database management support for XML documents. An essential concern is how to store and query potentially huge amounts of XML data efficiently. Traditional information systems allow users to compose and submit a query to retrieve relevant answers. This information-access paradigm requires the user to have certain knowledge about the structure and content of the underlying data repository. With limited knowledge about the data, a user often feels “left in the dark” when issuing queries, and the user has to use a try-and-see approach for finding information. For instance, Fig.1 shows a traditional interface to search on the book information. To find a book, a user needs to fill in the form by providing information for multiple attributes, such as book title, author, ISBN, publisher. If the user has limited information about the book she is looking for, such as the exact spelling of the book title, the user needs to try a few possible keywords, go through the returned results, modify the keywords, and reissue a new query. She needs to repeat this step multiple times to find the book, if lucky enough. This search interface is neither efficient nor user friendly.

RELATED WORK
Schema free XQuery employed the idea of meaningful LCA, and proposed a stack-based sort-merge algorithm by considering XML structures and incorporating a new function mlcas into XQuery. XSearch focuses on the semantics and the ranking of the results, and extends keyword search. It employs the semantics of meaningful relation between XML nodes to answer keyword queries, and two nodes are meaningfully related if they are in a same set, which can be given by administrators or users. Proposed valuable LCA (VLCA) to improve the meaningfulness and completeness of answers and devised a new efficient algorithm to identify the answers based on a stack-based algorithm. XKeyword is proposed to offer keyword proximity
search over XML documents, which models XML documents as graphs by considering IDREFs between XML elements. Proposed grouped distance minimum connecting tree (GDMCT) to answer keyword queries, which groups the relevant sub trees to answer keyword queries. It first identifies the minimum connected tree, which is a sub tree with minimum number of edges, and then groups such trees to answer keyword queries.

LITERATURE SURVEY:

Many applications require finding objects closest to a specified location that contains a set of keywords. For example, online yellow pages allow users to specify an address and a set of keywords. In return, the user obtains a list of businesses whose description contains these keywords, ordered by their distance from the specified address. The problems of nearest neighbor search on spatial data and keyword search on text data have been extensively studied separately. However, to the best of our knowledge there is no efficient method to answer spatial keyword queries, that is, queries that specify both a location and a set of keywords.

In this work, we present an efficient method to answer top-k spatial keyword queries. To do so, we introduce an indexing structure called IR2-Tree (Information Retrieval R-Tree) which combines an R-Tree with superimposed text signatures. We present algorithms that construct and maintain an IR2-Tree, and use it to answer top-k spatial keyword queries. Our algorithms are experimentally compared to current methods and are shown to have superior performance and excellent scalability.

Keyword queries enjoy widespread usage as they represent an intuitive way of specifying information needs. Recently, answering keyword queries on graph-structured data has emerged as an important research topic. The prevalent approaches build on dedicated indexing techniques as well as search algorithms aiming at finding substructures that connect the data elements matching the keywords. In this paper, we introduce a novel keyword search paradigm for graph-structured data, focusing in particular on the RDF data model. Instead of computing answers directly as in previous approaches, we first compute queries from the keywords, allowing the user to choose the appropriate query, and finally, process the query using the underlying database engine. Thereby, the full range of database optimization techniques can be leveraged for query processing. For the computation of queries, we propose a novel algorithm for the exploration of top-k matching subgraphs. While related techniques search the best answer trees, our algorithm is guaranteed to compute all k subgraphs with lowest costs, including cyclic graphs. By performing exploration only on a summary data structure derived from the data graph, we achieve promising performance improvements compared to other approaches.

ARCHITECTURE:

Existing methods cannot search XML data in a type-ahead search manner, and it is not trivial to extend existing techniques to support fuzzy type-ahead search in XML data.

There is no index and ranking techniques for search xml data

DISADVANTAGES:

One limitation of Auto complete is that the system treats a query with multiple keywords as a single string; thus, it does not allow these keywords to appear at different places. For instance, consider the search box on Apple.com, which allows Auto
complete search on Apple products. Although a keyword query “iphone” can find a record “iphone has some great new features,” a query with keywords “iphone features” cannot find this record (as of February 2010), because these two keywords appear at different places in the answer.

**PROPOSED METHOD:**

Effective index structures and efficient algorithms to achieve a high interactive speed for fuzzy type-ahead search in XML data.

Ranking functions and early termination techniques to progressively and efficiently identify the relevant answers.

Our technique achieves high search efficiency and result quality.

**OVERVIEW:**

**Index Structures:** We use a trie structure to index the words in the XML data. Each word w corresponds to a unique path from the root of the trie to a leaf node. Each node on the path has a label of a character in w. For each leaf node, we store an inverted list of IDs of XML elements that contain the word of the leaf node.

**Exact Search:** In this find the trie node corresponding to this keyword by traversing the trie from the root. Then, we locate the leaf descendants of this node, and retrieve the corresponding predicted words and the predicted XML elements on the inverted lists.

**Fuzzy Search**

Fuzzy for fuzzy search there could be multiple trie nodes that are similar to the partial keyword within a given edit-distance threshold, called active nodes. For each active Node we retrieve inverted lists of n’s leaf descendants and compute the union of such inverted lists.

**Minimal-Cost Tree**

New framework to find relevant answers to a keyword query over an XML document each node on the XML tree is potentially relevant to the query with different scores. For each node, we define its corresponding answer to the query as its subtree with paths to nodes that include the query keywords. This subtree is called the minimal-cost tree for this node.

**EXPERIMENTAL RESULTS**

**CONCLUSION**

Effective index structures, efficient algorithms, and novel optimization methods to progressively and efficiently identify the top-k answers. We examined the LCA-based method to interactively identify the predicted answers. We have developed a Minimal-Cost-Tree-based search method to efficiently and
progressively identify the most relevant answers. We proposed a heap-based method to avoid constructing union lists on the fly. We devised a forward-index structure to further improve search performance and can also improve Minimal-Cost Tree using low cost tree search algorithms.
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